**Assignment 4: Due Saturday, June 13th 2020**

**Directions**: Please turn in your answers on separate paper, typed, and **beautifully written** with **beautiful tables** automated using -estout- or -outreg2- and **beautiful figures**.

Background and set up

1. Create a new github repo named “RDD”. Inside the RDD directory, put all the subdirectories we’ve discussed in class. Post the link to the repo so I can see it’s done as discussed.
2. In the writing subdirectory, place your assignment. For the first part, read Hansen’s paper in the articles directory of the main class github entitled “Hansen AER”. Briefly summarize this paper. What is his question? What data does he use? What is his research design? What does he find.
3. Download Hansen\_dwi.dta from canvas and store in the /data subdirectory.
4. The outcome variable is “recidivism” or “recid” which is measuring whether the person showed back up in the data within 4 months.

Replication

1. We are going to only focus on the first cutoff – a blood alcohol content of 0.08 – for this replication. So create a dummy equaling 1 if bac1>= 0.08 and 0 otherwise.
2. The first thing to do in any RDD is look at the raw data and see if there’s any evidence for manipulation. If people were capable of manipulating their blood alcohol content (bac1), what would that look like? And do we see that in these data? Recreate Figure 1 using the bac1 variable as your measure of blood alcohol content. Do you find evidence for sorting on the running variable?
3. The second thing we need to do is check for covariate balance. You will need to estimate equation (1) with white, male, age and accident (acc) as dependent variables. Are the covariate balanced at the cutoff?
4. Recreate Figure 2 panel A-D. You can use the -cmogram- command in Stata to do this. Fit both linear and quadratic with confidence intervals. Discuss what you find and compare it with Hansen’s paper.
5. Estimate equation (1) with recidivism (recid) as the outcome. This corresponds to 3 column 1, but since I am missing some of his variables, your sample size will be the entire dataset of 214,558. Nevertheless, replicate Table 3, column 1. Your table should have three columns:
   1. Column 1: control for the bac1 linearly
   2. Column 2: interact bac1 with cutoff linearly
   3. Column 3: interact bac1 with cutoff linearly and as a quadratic
   4. For all analysis, use heteroskedastic robust standard errors.
6. Recreate the top panel of Figure 3 according to the following rule:
   1. Fit linear fit using only observations with less than 0.15 bac on the bac1
   2. Fit quadratic fit using only observations with less than 0.15 bac on the bac1